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Project kick off
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Motivation
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Motivation
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Development



5

Development
Improve your GitHub account with GitHub for Education.

https://education.github.com/
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Development
Show your experiments on Jupyter notebooks.

http://jupyter.org/
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Development
Examples: 
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Development
At the end of the project, publish your results on a GitHub page.

https://pages.github.com/
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Datasets

CIFAR-10MNIST Terrassa Buildings 900

https://www.cs.toronto.edu/~kriz/cifar.html
https://www.cs.toronto.edu/~kriz/cifar.html
http://yann.lecun.com/exdb/mnist/
http://yann.lecun.com/exdb/mnist/
https://imatge.upc.edu/web/resources/terrassa-buildings-900
https://imatge.upc.edu/web/resources/terrassa-buildings-900
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Tasks
Block Title Goal

1 Architecture Experiment with the layers and their parameters.

2 Training Data augmentation, Batch size, Overfitting & 
Regularization

3 Visualization Visualization of filters, Visualization over images

4 Transfer 
learning

Fine-tuning, domain adaptation

5 Free choice
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Task 1: Architecture

● Build your own network to solve a classification task.
○ Choose which layers to use and how to sort them.
○ Study the memory requirements and computational 

load for each type of layer.
● Recommended:

○ Experiment with small-ish architectures
○ Avoid using many conv layers when training on CPU
○ Start with MNIST
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Task 2: Training

● Study the impact in performance of:
○ Data augmentation.
○ Sizes of the training batches.
○ Batch normalization

● Draw your training and validation curves.
● Overfitting

○ Force an overfitting problem.
○ Investigate if regularization (eg. drop out) 

reduces/solves it.
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Task 3: Visualization

● Visualize filter responses.
○ From your own network.
○ From a pre-trained network.

● t-SNE
● Off-the-shelf AlexNet:

○ Visualize local classification over a small set of 
images.
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Task 4: Transfer learning

● Train a network over CIFAR-10 and fine-tune over 
Terrassa Buildings 900.

● Off-the-shelf convnet:
○ Freeze weight in all layers but the last one, and 

replace it with a softmax to solve Terrassa Buildings 
900.
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Task 5: Open project
Bring your ideas to the project sessions for discussion.
Some ideas:
● Generative Adversarial Networks with MNIST.
● Neural Style, Deep Dream.

https://oshearesearch.com/index.php/2016/07/01/mnist-generative-adversarial-model-in-keras/
https://oshearesearch.com/index.php/2016/07/01/mnist-generative-adversarial-model-in-keras/
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Missing GitHub users

dlcv05 - Michele de Compri
dlcv02 - Àlex Nowak

● Add your username to the spreadsheet!
● Repo admins: add all your teammates.

https://docs.google.com/spreadsheets/d/18oZ9D8W44ptX3_rhHTXLxlRMzMlvZy0V9Lfq5yKGGns/edit#gid=0
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Access to the server

Check Atenea for the instructions.

http://atenea.upc.edu/
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Installation Guidelines
● Project page

http://imatge-upc.github.io/telecombcn-2016-dlcv/project
http://imatge-upc.github.io/telecombcn-2016-dlcv/project
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Project sessions

● Part I: Open issues of general interest.
● Part II: Individual discussions with the teams.
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Oral session

● 12 minutes presentation 
+ 5 minutes questions

● Each student must 
present one block. 
Instructors will decide 
which one each.
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Registration in Piazza

● Register to Piazza you 
have not done it yet.

● Check that you can 
access today’s test.

https://piazza.com/configure-classes/summer2016/230360

